High-bandwidth tracking control of piezo-actuated nanopositioning stages using closed-loop input shaper
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1. Introduction

Nanopositioning stages are widely used in high-precision positioning and tracking applications, e.g., scanning probe microscopy [1], ultra-precision machine tools [2], and micromanipulator [3]. Most of these stages utilize piezoelectric actuators for actuation due to the excellent advantages of fast response time, high positioning precision, large output force, high stiffness, and small size. However, there are two factors limiting the speed and accuracy of the nanopositioning stage. One is the lightly damped resonances due to the mechanical dynamics, and the other is the inherent hysteresis nonlinearity of the piezoelectric material.

In order to achieve high bandwidth control of nanopositioning stages, many efforts have been made by the researchers to deal with the problem of the lightly damped resonances. One way to increase the operating speed is to build a piezo-actuated stage that is sufficiently stiff and lightweight [3]. A disadvantage of this approach is that its maximum traversal range is limited to a few microns. Furthermore, the operating frequency is still limited by the resonance frequency. Therefore, development of control techniques to suppress the vibrations becomes popular. Many damping control strategies are developed in the literature, such as the notch filter [4], input shaping [5–7], integral resonant control [8], and positive position feedback [9]. The input shaping control has been demonstrated as a simple and effective means to suppress the unwanted vibrations, and widely used in many applications, such as piezoelectric actuator [10,11], flexible manipulator [6,12–15], flexible spacecraft [16–18], and cranes [19,20]. The traditional input shaper is usually put in the forward path of the closed-loop system, which can be considered as a smart filter of the reference signal. However, this standard feedforward configuration does not have any impact on the control system response to immeasurable disturbances, noises, and uncertainty. In order to reduce this sensitivity effect, different kinds of closed-loop input shaping controllers were developed in the literature [21–26]. Kapila et al. designed a standard input shaper in conjunction with a full-state feedback controller to perform well despite of modeling errors in the timing of the impulses. [21]. Huey et al. developed a closed-loop input shaper [22,23]. They discussed the closed-loop stability utilizing input shapers inside the loop. They also investigated some useful applications of closed-loop input shaper. Using a structure already known from Internal Model Control, Staehlin and Singh transformed the outside-the-loop input shaper to the closed-loop input shaping controller [24]. Hung proposed a feedback input shaping configuration, which puts the input shaper within feedback loops [25]. This configuration takes advantage of the superior damping qualities of the input shaper, while reducing parametric sensitivity and uncertainty through the feedback controller. However, the main drawback of this approach is the existence of the time delays in feedback loops. It not only presents
a potential closed-loop instability, but also increases the implementation complexity of the linear control methods because of the irrational transfer function of the input shaper. Recently, a closed-loop input shaper based on the Smith predictor has been demonstrated as an effective means to prevent the instability issue due to the time delays in feedback loops. This technique has been successfully applied to damp the resonance mode of flexible beams [26].

It is worthy mentioning that the previous damping controllers are based on a linear description of the system, but the damping capabilities of the system can be greatly improved by considering the nonlinear phenomena present in the system. There are three main strategies for compensating hysteresis in piezoelectric actuators: charge control, feedback control, and feedforward control. The charge control [27] is based on the fact that the relationship between the displacement of piezo actuators and applied charge is nearly linear. However, this technique always increases the cost due to the requirement of charge amplifiers. The feedback control [28] is to reduce the hysteresis effect directly by feedback controller, where the hysteresis is considered as disturbance. However, in this category, a sophisticated control algorithm is generally required, such as $H_{\infty}$ control, sliding model control, and robust adaptive control. Furthermore, due to nonsmooth and nonlinear behaviors of the hysteresis, the main difficulty for such feedback control techniques lies in the stability analysis of the whole closed-loop system. The feedback control is the most widely used approach to reduce the hysteresis effect when actuated by voltage input. It generally consists of modeling the real hysteresis nonlinearity, identifying the model parameters to match the real hysteresis and constructing an inverse model as a desired compensator. A number of hysteresis models are available in the literature to describe the hysteresis nonlinearity, such as the Bouc–Wen model [29], Prandtl–Ishlinskii model [30,31], and Preisach model [32]. The challenges of this technique are the modeling complexity and lack of robustness to model uncertainty.

In this paper, an integrated strategy is proposed to achieve high bandwidth tracking control of the piezo-actuated nanopositioning stage. The control scheme is composed of three components: (1) a hysteresis compensator which effectively cancels the nonlinear hysteresis of the piezoelectric actuators; (2) a closed-loop input shaper including an inside-the-loop input shaper and a Smith predictor for vibration damping control of the stage; and (3) a feedback controller to handle the disturbances and modeling errors. Note that the closed-loop input shaper is not actually closed itself; it just means that it is included in the feedback loop, distinguishing itself from the commonly used open-loop input shaper. The proposed integrated controller is implemented and demonstrated to perform well in reference tracking and disturbance rejection on a piezo-actuated nanopositioning stage. To the best knowledge of the authors, this work is the first attempt at introducing the closed-loop input shaper to the domain of high speed and high precision control of the piezo-actuated nanopositioning stages. The contributions of this work are threefold:

1. Different from the common hysteresis compensation approaches, a direct inverse hysteresis model is constructed from the experimental data. Both the hysteresis modeling and its complex inversion calculation are avoided, and therefore the computation complexity is reduced significantly.

2. The input shaper used in this work is placed inside the feedback loop for vibration damping control. Compared with the traditional outside-the-loop input shaper, the inside-the-loop input shaper can not only eliminate the vibration induced by the reference, but also has the potential of disturbance rejection. By placing the input shaper in the closed loop, it is capable of reducing oscillations caused by both the input and the output disturbances without overly slowing the closed-loop system by increasing the closed-loop damping ratio. Furthermore, the inside-the-loop input shaper allows the use of higher gains in the feedback control laws.

3. The Smith predictor is introduced to prevent the potential closed-loop instability due to the existence of time delays in the feedback loop.

The rest of the paper is organized as follows. Section 2 describes the principle of the control strategy. The implementation of the controller on a piezo-actuated nanopositioning stage is presented in Section 3. Section 4 summarizes and discusses the experimental results, and Section 5 concludes the paper.

2. Control schemes

In this section, the integrated strategy for vibration damping and tracking control of piezo-actuated nanopositioning stages are proposed. In the following, the development of the individual components will be expressed in detail.

2.1. Hysteresis compensator

The hysteresis of the piezoelectric actuator is an inherent multi-valued nonlinearity with the asymmetric characteristic. In order to linearize the system, the hysteresis compensation is necessary. A common strategy on hysteresis compensation consists of modeling the real hysteresis nonlinearity, identifying the model parameters to match the real hysteresis and constructing an inverse model as a desired compensator. Different from the commonly used strategies, a direct inverse hysteresis compensation method proposed in our previous work [33] is utilized in this work, which compensates for the hysteresis nonlinearity by constructing an inverse hysteresis model directly from the experimental data. By this way, both the hysteresis modeling and its complex inversion calculation are avoided.

The block diagram of the hysteresis compensation is illustrated in Fig. 1. For a given desired trajectory, denoted as $y_d(t)$, the inverse hysteresis model will generate an input signal $v(t)$ which is applied to the piezoelectric actuator; the output of the piezoelectric actuator is denoted as $y(t)$. The model of the piezoelectric actuator is considered as a cascade of a rate-independent hysteresis submodel $H$ and a linear dynamic submodel $G$ [34]. When the input signal $v(t)$ is composed of low-frequency components, the system dynamic $G$ is negligible. Hence, the output of the hysteresis model $w(t)$ is approximately equal to $y(t)$. If the inverse hysteresis model is ideal, the output $y(t)$ should follow the desired trajectory $y_d(t)$, that is $y(t) = y_d(t)$. Therefore, the input–output relationship of the inverse hysteresis model can be directly obtained by plotting $v(t)$ against $y(t)$, whereas the hysteresis model is obtained by plotting $y(t)$ against $v(t)$ as shown in Fig. 2. It can be observed that the inverse hysteresis loops and the hysteresis loops are symmetrical about the 45° line. Thus, the inverse hysteresis model can be directly derived from the experimental data just like the hysteresis loops.
modeling. Any of the hysteresis models can be used to describe the input–output relationship of the inverse hysteresis.

The Prandtl-Ishlinskii (P-I) model is one of the most widely used models to describe the hysteresis nonlinearity due to its simplicity and analytical inversion [30]. In this paper, it is chosen to construct the inverse hysteresis model. Considering the asymmetric hysteresis nonlinearity of the piezoelectric actuator, a modified Prandtl-Ishlinskii (MPI) model proposed in our previous work [31] is employed, which is defined in terms of weighted play operators and a polynomial input function as follows:

\[
v(t) = g(y(t)) + \int_0^t p(r)F_i[y(t)] \, dr
\]

where \( g(y(t)) = a_1y(t) + a_2y(t) \) is a polynomial input function with constants \( a_1 \) and \( a_2 \), \( p(r) \) is a density function that is generally calculated from the experimental data, and \( F_i[y(t)] \) is a one-side play operator expressed as:

\[
F_i[y(t)] = \begin{cases} 
\max\{y(t) - r, 0\} & r \leq y(t) \\
\max\{y(t) - r, \min\{y(t), 0\}\} & r > y(t)
\end{cases}
\]

where \( r \) is the input threshold of the play operators, and \( T \) is the sampling period.

A discrete form is used to conveniently implement the real-time inverse hysteresis model as follows:

\[
v(t) = a_1y(t) + a_2y(t) + \sum_{i=1}^N p_iF_i[y_i(t)]
\]

where \( p_i \) denotes the weighting value of the play operator with the threshold value \( r_i \), and \( N \) is the number of the play operators. The parameters of this model can be identified with a modified particle swarm optimization [35]. The identified inverse hysteresis model is directly put in the feedforward path of the plant to cancel the hysteresis without the complex inversion calculation.

2.2. Input shaper

The input shaper is an effective control technique for reducing the unwanted vibrations of the damping system [36]. Most of the input shaper and feedback control combinations have utilized the input shaper outside of the loop. However, this typical configuration can only deal with the vibrations caused by the reference signals. It has no effect on the vibrations resulted from immeasurable disturbances and noises [23,26]. In order to solve this problem, the closed-loop input shaper is employed, which puts the input shaper within feedback loops [25]. A typical structure of the feedback input shaping configuration for a linear dynamic system \( P \) is shown in Fig. 3, where \( IS \) and \( C \) represent the input shaper and feedback controller, respectively.

The input shaping process can be illustrated by time-delay blocks as shown in Fig. 4, where \( A_i \) and \( t_i \) are the amplitude and time location of the impulse \( i \) respectively, and \( n \) is the number of the impulses. Basically, both the positive and negative type of input shaper can be used for vibration suppression. In this work, for simplicity, the most common and simplest Zero-Vibration (ZV) input shaper with positive amplitudes [6,7,36,37] is employed, which contains two impulses. The design objectives are to determine the amplitudes \( (A_1, A_2) \) and time locations \( (t_1, t_2) \) of the impulses to achieve a zero residual vibration. Without loss of generality, we can set the time location of the first impulse equal to zero, that is \( t_1 = 0 \). The other parameters can be obtained by solving the following problem:

\[
\begin{align}
A_1 + A_2 e^{i\omega_d t_2} \cos(\omega_d t_2) &= 0 \\
A_2 e^{i\omega_d t_2} \sin(\omega_d t_2) &= 0 \\
A_1 + A_2 &= 1 \\
A_i &> 0, i = 1, 2
\end{align}
\]

where \( \omega_d \) and \( \zeta \) represent the natural frequency and damping ratio of the system respectively, and \( \omega_d = \omega_0 \sqrt{1 - \zeta^2} \) is the damped frequency. Defining \( K = e^{K/2} \), the parameters of the ZV input shaper can be expressed as:

\[
\begin{bmatrix} A_1 \\ t_1 \end{bmatrix} = \begin{bmatrix} 1/\pi^2 & 1/\pi^2 \\ 0 & 2K \end{bmatrix} \begin{bmatrix} 1/\pi^2 & 1/\pi^2 \\ 0 & 2K \end{bmatrix}^{-1}
\]

Therefore, the ZV input shaper can be denoted in the Laplace domain as:

\[
IS = A_1 + A_2 e^{-s t_2}
\]

where \( s \) is the Laplace variable. The reader may refer to [36,37] for detailed discussions. To handle multiple vibration modes, an impulse sequence for each vibration mode can be designed independently. Then the impulse sequences can be convoluted together to form a sequence of impulses that attenuates vibration at multiple modes.

Remark 1. There are essential differences between the input shaper and notch filter [38]. First, the design of the input shaper is based on decaying sinusoids rather than the frequency domain techniques used for notch filter. In other words, notch filter
removes a range of frequencies, while the input shaper removes a range of decaying sinusoids. Second, the input shaper offers a shorter rise time and lower level of residual vibration than the notch filter, even in the presence of modeling errors.

From the above discussion, the traditional input shaper, such as the ZV input shaper, only applies to the linear dynamic system. It cannot work well on piezo-actuated stages when the hysteresis nonlinearity exists. Thus, it is necessary to implement the hysteresis compensation to obtain an approximated linear dynamic system as shown in Fig. 1. Combining Figs. 1 and 3, the feedback input shaping configuration for piezo-actuated stages with hysteresis compensation is obtained as shown in Fig. 5, where \(P(s)\) is the hysteresis compensated system, \(P_m\) is the input shaper, and \(C\) denotes the feedback controller for tracking control. Then, the closed-loop transfer function from reference to output can be expressed as

\[
T(s) = \frac{C(s)P(s)}{1 + C(s)P(s)} = \frac{C(s)P(s)(A_1 + A_2 e^{-s})}{1 + C(s)P(s)(A_1 + A_2 e^{-s})} \tag{7}
\]

Therefore, the characteristic equation of the closed-loop system is

\[1 + (A_1 + A_2 e^{-s})C(s)\hat{P}(s) = 0\]  \tag{8}

As the ZV shaper has infinite number of zeros [23], the characteristic Eq. (8) has infinite number of solutions. Thus, the closed-loop system has infinite number of poles. This presents a potential closed-loop instability. Furthermore, the presence of the time delay makes the controller design more difficult. For these reasons, a Smith predictor is introduced in this work.

2.3. Smith predictor

The Smith predictor is a type of predictive controller for systems with time delays [39]. The typical structure for a linear dynamic system is illustrated in Fig. 6, where \(P(s)e^{-s\tau}\) is the dynamic system with time delay, \(P_m\) is the nominal model of \(P(s)\), and \(\tau_m\) is the estimated delay time. When \(P(s) = P_m(s)\) and \(\tau = \tau_m\), the resulting closed-loop transfer function from reference to output can be written as

\[
T(s) = \frac{C(s)P(s)}{1 + C(s)P(s)e^{-s\tau}} \tag{9}
\]

Obviously, the time delay term is removed from the characteristic equation of the closed-loop systems by the Smith predictor.

Motivated by this idea, the Smith predictor is used to prevent the potential closed-loop instability caused by the time delays of the inside-the-loop input shaper. \(P(s)\) and \(e^{-s\tau}\) shown in Fig. 6 are replaced with the hysteresis compensated system \(P(s)\) and the input shaper \(IS\), respectively. The structure of the feedback input shaping controller with hysteresis compensation and Smith predictor is illustrated in Fig. 7. The transfer function from \(e(t)\) to \(u(t)\) is

\[
C_m(s) = \frac{C(s)}{1 + C(s)C(s)} \tag{10}
\]

where \(C(s) = P_m(s)(1 - IS(s))\). Then, the closed-loop transfer function from reference to output can be expressed as

\[
T(s) = \frac{C_m(s)IS(s)\hat{P}(s)}{1 + C_m(s)IS(s)\hat{P}(s)} = \frac{C(s)IS(s)\hat{P}(s)}{1 + C(s)P_m(s) - C(s)IS(s)(P_m(s) - \hat{P}(s))} \tag{11}
\]

Thus, the characteristic equation of the closed-loop system is

\[1 + C(s)P_m(s) - C(s)IS(s)(P_m(s) - \hat{P}(s)) = 0\]  \tag{12}

When \(P_m = \hat{P}(s)\), the transfer function \(T(s)\) becomes

\[T(s) = \frac{C(s)P(s)}{1 + C(s)P(s)} \tag{13}\]

and the characteristic Eq. (12) becomes

\[1 + C(s)P(s) = 0\]  \tag{14}

Comparing (14) with (8), it is observed that the term \(A_1 + A_2 e^{-s}\) is removed from the characteristic equation. Therefore the potential closed-loop instability caused by the time delays of the inside-the-loop input shaper is prevented due to the inclusion of the Smith predictor.

2.4. Feedback controller

The foremost control objective in nanopositioning is to minimize the difference between the desired trajectory \(y_d\) and the actual trajectory \(y\). For this purpose, a high-gain PI type feedback controller is employed to mitigate the disturbances and modeling errors. The structure of the overall system is illustrated in Fig. 8, where \(K_p\) and \(K_i\) are the proportional gain and integral gain, respectively. In the following, the robust stability of the closed-loop system shall be analyzed for the plant with multiplicative uncertainties.

**Theorem 1 (Robust Stability).** Let the plant be modeled as \(\hat{P}(s) = (1 + A_p)P_m(s)\). Assume that the nominal model \(P_m(s)\) be minimum phase system, and a linear controller \(C(s)\) can stabilize \(P_m(s)\). Then a sufficient condition for robust stability of the closed-loop system for the uncertainty \(A_p\) is given as

\[Y_d \rightarrow P(s) e^{-s\tau} \rightarrow \hat{P}(s) \rightarrow y_d \rightarrow \hat{P}(s) \rightarrow P(s) e^{-s\tau} \rightarrow y\]  \tag{15}

**Fig. 5.** The block diagram of feedback input shaping configuration with hysteresis compensation.

**Fig. 6.** The typical structure of Smith predictor.

**Fig. 7.** The block diagram of the feedback input shaping configuration with hysteresis compensation and Smith predictor.
\[ |A_p|_{s=0} < \left| \frac{1 + C(s)P_m(s)}{C(s)S(s)P_m(s)} \right|_{s=0}, \forall \omega \]  

(15)

**Proof.** From (12), the characteristic polynomial of the closed-loop system \( Q(s) \) can be expressed as

\[
Q(s) = 1 + C(s)P_m(s) - C(s)S(s)(P_m(s) - P(s)) \\
= 1 + C(s)P_m(s) + C(s)S(s)P_m(s)A_p \\
= (1 + C(s)P_m(s)) \left( 1 + \frac{C(s)S(s)P_m(s)}{1 + C(s)P_m(s)} A_p \right)
\]

(16)

where \((1 + C(s)P_m(s))\) is stable by assumptions. After all, for the robust stability of the closed-loop system, the second term on the right-hand side in (16) must be stable. By small gain theorem, we can obtain

\[
\left| \frac{C(s)S(s)P_m(s)}{1 + C(s)P_m(s)} A_p \right| < \left| \frac{C(s)S(s)P_m(s)}{1 + C(s)P_m(s)} \right| |A_p| < 1
\]

(17)

Then, (15) can be easily obtained from (17). \(\square\)

3. Controller implementation

In this section, the control schemes discussed in Section 2 were implemented on a piezo-actuated nanopositioning stage.

3.1. Experimental setup

The experimental setup is shown in Fig. 9. The setup consists of a piezo-actuated stage, a dSPACE-DS1103 board, a high-voltage amplifier (HVA) and a position servo-control module (PSCM). The piezo-actuated stage is composed of a one-dimensional flexure hinge guiding mechanism, a preloaded piezoelectric stack actuator (PPSA), and a high-resolution strain gauge position sensor (SGPS). The PPSA (PSt 150/7/100 VS12, Piezomechanik, Germany) is used to drive the flexure mechanism with the maximum displacement of 75 \(\mu\)m. The SGPS integrated in the PPSA is used to measure the real-time displacement through the variance of the electrical resistance with the sensitivity of 0.148 V/\(\mu\)m, and a resolution of 2.07 nm. The dSPACE-DS1103 board (Germany), equipped with 16-bit DAC and 16-bit ADC, is employed to implement the control algorithms in the Matlab/Simulink environment on the computer. The DAC board sends the signal generated by the computer to the amplifier, which provides excitation voltage to the PPSA in the range of 0–150 V. The ADC board is used to capture the real-time displacement data, which is changed into analog voltage in the range of 0–10 V by the PSCM. The sampling frequency of the system is set to 20 kHz. The block diagram of the experiment setup is also shown in Fig. 9.

3.2. Hysteresis compensator

In order to construct the hysteresis compensator through (3), the parameters \(N, a_1, a_2, r_1\), and \(p_r\) should be obtained first. In this work, ten play operators are chosen for parameters identification...
and hysteresis compensation with fixed threshold values \( r_i \) defined as
\[
    r_i = \frac{i}{N} \| y_i(t) \|_{\infty}, i = 0, 1, 2, \ldots, N - 1
\]  
with \( \| y_i(t) \|_{\infty} = 1 \) in the normalized case. A multiple sine signal with different amplitudes and low-frequency components was used to excite the stage. The input signal and the displacement signal were simultaneously acquired by the dSPACE to be used as the identified excite the stage. The input signal and the displacement signal were simultaneously acquired by the dSPACE to be used as the identified signals. Then, the modified particle swarm optimization [35] was employed to identify other parameters \( a_1, a_2, \) and \( p_c \).

With the identified parameters, the inverse hysteresis model was directly constructed through (3) and then implemented to compensate for the hysteresis nonlinearity. Fig. 10 shows the experimental results with a multi-amplitude triangular reference signal. It can be seen that the hysteresis width \((h/H) \times 100\%\) has been reduced into 0.8% instead of 13.5% without hysteresis compensation. The results demonstrate the effectiveness of the direct inverse hysteresis compensation.

### 3.3. Input shaper

According to the discussion in Section 2.2, the design of the input shaper depends on the natural frequency and damping ratio of the linear dynamic system \( P(s) \). Thus, a nominal model \( P_m(s) \) of the system \( P(s) \) should be identified first. Since the hysteresis non-linearity has been compensated by the hysteresis compensator, a band-limited white noise signal is used to identify the model. The transfer function of \( P_m(s) \), identified by the System Identification Toolbox of Matlab, can be expressed as:

\[
P_m(s) = \frac{-0.017996(s - 1.214e005)(s^2 + 1095s + 1.568e008)(s^2 - 2.111e004s + 1.894e009)}{(s + 6.208e004)(s^2 + 1.76004s + 1.053e008)(s^2 + 1005s + 1.393e008)}
\]  

Fig. 11 shows the frequency response of the hysteresis compensated system \( \tilde{P} \) (from the input \( u_i(t) \) to the output \( y(t) \)) along with the corresponding identified model \( P_m \). The blue line in Fig. 11 refers to the experimental result of \( \tilde{P} \), and the red line means the simulation result of the identified model \( P_m \). It is demonstrated that the identified model captures the dynamics of the system with sufficient accuracy.

With the identified model (19), it is ready to design the input shaper for vibration damping. Analyzing the properties of the identified model (19), there are two resonance peaks at 1633 Hz and 1878 Hz, and the damping ratios at these two resonance peaks are 0.8283 and 0.0426, respectively. Therefore, the input shaper is designed to suppress the second resonance peak with a low damping ratio at 1878 Hz. According to (5) and (6), the input shaper can be written as:

\[
    IS(s) = 0.5334 + 0.4666e^{-2.664t-0.04t^2}.
\]  

**Remark 2.** The zero vibration shaper in our work is derived and implemented in continuous time as the controller design is based on the dSPACE. In fact, it is expressed by the exponential transfer function, which can be approximated by a rational transfer function using Padé approximation formulas. If one wants to transform it to the discrete domain, the command \( c2d \) in Matlab can be used. Generally, the delay time of the shaper is approximated to the nearest multiple times of the sampling time. However, if the sampling rate is not a lot higher than the vibration rate, then digital input shapers will be needed. The techniques to compute digital input shapers can be roughly classified into the following three categories: (1) Numerical conversion of continuous-input shapers to digital input shapers; (2) Z-plane zero placement techniques; (3) Direct solution of the vibration equations in the discrete time domain [40].

In order to validate the effect of the input shaper, a step reference signal was used to excite the systems with and without the input shaper. The results are shown in Fig. 12. It can be seen that the vibration level and settling time of the system with the input shaper are reduced a lot compared to those of the system without input shaper. Moreover, the results show that there exists a steady error under the open-loop structure.

Next, a frequency response test was performed in order to evaluate the performances more accurately. The result is given in
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response speed, and a small $M_p$ and $N_p$ indicate the large damping ratio. For the PI and PI+HC (curve 1(2) in Fig. 14), the $M_p$ and $N_p$ are zero, however, the $t_r$ and $t_s$ are large, which indicates the response speed is too slow. In order to improve this, the $K_p$ and $K_i$ of the PI+HC are increased to 1.2 and 3500, then the $t_r$ of the step response (curve 3 in Fig. 14) are reduced from 2.8537 to 0.3074 ms. However, the $t_s$ is increased from 5.1803 to 5.6786 ms, $N_p$ and $M_p$ are increased to 7.5 and 32.91\% respectively. When the inside-the-loop input shaper is included, the settling time $t_s$ of the step response (curve 4 in Fig. 14) is reduced to 2.8638 ms, about 49\% improvement compared to PI+HC (curve 3). Moreover, the $N_p$ is also reduced from 7.5 to 2. However, a significantly large overshoot is observed from curve (4), which is about 42.73\%. This is because the PI+HC+IS is more likely to result in a limit cycle response, even the instability [23]. In this paper, a Smith predictor is adopted to overcome this problem. The step response of the PI+HC+IS is shown in Fig. 14 (curve 5). Compared with curve (4), the $M_p$ of the curve (5) is significantly reduced, from 42.73\% to 4.22\%, which indicates an improvement of 90\%. Furthermore, the $t_r$ and $N_p$ are also reduced to 0.8629 ms and 0.5 respectively, whereas the rising time $t_r$ is slightly increased to 0.6173 ms. Hence, conclusion can be drawn that the proposed controller PI+HC+IS is significantly better than other listed controllers in terms of settling time, number of vibration, and overshoot.

4.2. Experimental results using sinusoidal signals

In this section, the sinusoidal signals with fixed amplitude (7.5 $\mu$m) and different frequencies (10 Hz, 50 Hz, and 100 Hz) are used to test the tracking performance of the proposed control method. Firstly, a performance index is chosen for a quantitative comparison. When discussing the tracking performance in SPM applications, perfectly delayed tracking is better than imperfect timely tracking if we know the delay well. According to the reference [42], the following two performance indexes shall be used in this work for the comparative study:

$$J_m = \max_{t_r(t_k) \neq 0} |y(t) - y_d(t - K T_s)|$$

$$J_e = \sqrt{\frac{1}{2T} \int_{t_0}^{t_0+2T} (y(t) - y_d(t - K T_s))^2 dt}$$

where $T$ is the period of the sinusoidal signal, $T_s = 50\mu$s is the controller sampling period, $t_0$ is the time at which all transients have died out, $y(t)$ is the actual output, $y_d(t)$ is the desired input, $y_d(t - K T_s)$ is the shifted input, and the variable $k'$ is defined as

$$k' = \arg \min_{k \in [0, T / T_s]} \max_{t_r(t_k) \neq 0} |y(t) - y_d(t - k T_s)|$$

Table 2

<table>
<thead>
<tr>
<th></th>
<th>PI</th>
<th>PI+HC</th>
<th>PI+HC+IS</th>
<th>PI+HC+IS+SP</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 Hz</td>
<td>$J_m$</td>
<td>0.3406</td>
<td>0.2706</td>
<td>0.0413</td>
</tr>
<tr>
<td></td>
<td>$J_e$</td>
<td>0.2301</td>
<td>0.1824</td>
<td>0.0138</td>
</tr>
<tr>
<td>50 Hz</td>
<td>$J_m$</td>
<td>1.5371</td>
<td>1.2376</td>
<td>0.0769</td>
</tr>
<tr>
<td></td>
<td>$J_e$</td>
<td>1.0674</td>
<td>0.8627</td>
<td>0.0373</td>
</tr>
<tr>
<td>100 Hz</td>
<td>$J_m$</td>
<td>2.3667</td>
<td>2.0168</td>
<td>0.1062</td>
</tr>
<tr>
<td></td>
<td>$J_e$</td>
<td>1.6599</td>
<td>1.4209</td>
<td>0.0617</td>
</tr>
</tbody>
</table>

where $k$ is a variable defined on $[0, T / T_s]$, and $N$ is the number of recorded periods after transients have died out.

The tracking errors is provided in Fig. 15, which is defined as $y(t) - y_d(t - k T_s)$ for PI+HC+IS and PI+HC+IS+SP methods, while $y(t) - y_d(t)$ for PI and PI+HC methods. From the figure, we can see that the tracking performance of the closed-loop systems with input shaper is superior to the systems without input shaper. This is further evidenced in Table 2, which summaries the two error indexes $J_m$ and $J_e$ defined in (21) and (22). As observed in the table, the introduction of the input shaper results in a significant improvement of 85–95\% compared to that without input shaper. The Smith predictor further improve the tracking performance by 6–16\%. The percentages of improvement indicated above are calculated by

$$\left(1 - \frac{e_a}{e_b}\right) \times 100\%$$

with $e_a$ and $e_b$ being the error indexes, i.e., $J_m$ or $J_e$, of the controllers $a$ and $b$, respectively.

4.3. Experimental results using band-limit white noise signals

A band-limit white noise signal is used to test the closed-loop frequency responses of the developed controllers. The results are shown in Fig. 16. The $-3$ dB control bandwidth of the controllers

![Fig. 15. Comparison of the tracking error by using PI, PI+HC, PI+HC+IS, and PI+HC+IS+SP methods for sinusoidal signals with different frequencies of (a) 10 Hz, (b) 50 Hz, and (c) 100 Hz. The tracking error is defined as $y(t) - y_d(t - k T_s)$ for PI+HC+IS and PI+HC+IS+SP methods, while $y(t) - y_d(t)$ for PI and PI+HC methods.](image-url)
are also given in the zoomed-in view. As observed, the introduction of hysteresis compensator increases the control bandwidth from 22.6 Hz to 102 Hz. The implementation of input shaper increases the control bandwidth to 968 Hz, however, some of the bandwidth are uncontrollable. The proposed approach PI+HC+IS+SP achieves the control bandwidth of 510 Hz, all of which are controllable. Compared to the system with PI+HC control approach, the proposed controller increases the control bandwidth by 5 times.

4.4. Experimental results using impulse signals

In this section, an impulse signal is used as disturbance to test the disturbance rejection capabilities of different controllers. Fig. 17(a) shows the responses to the input disturbance (actuator disturbance), and Fig. 17(b) shows the responses to the output disturbance (sensor disturbance). From the figure, it is demonstrated that the PI+HC+IS+SP controller is capable of reducing oscillation caused by disturbances. Moreover, it is revealed that the proposed PI+HC+IS+SP can reject both the input disturbance and the output disturbance more effectively than the PI+HC and the PI+HC+IS.

5. Conclusion

In this paper, a high-bandwidth controller is proposed for the piezo-actuated nanopositioning stage. Firstly, a direct inverse hysteresis model, which is characterized by a modified P-I model, is designed to compensate for the hysteresis nonlinearity. The result shows that the hysteresis has been reduced into 0.8% instead of 13.5% without hysteresis compensation. Then, an inside-the-loop input shaper is developed for vibration damping of the hysteresis compensated system. It reduces the resonance peak from $-5.27$ dB to $-24.2$ dB, enabling the implementation of the high-gain feedback controller. A Smith predictor is included in the feedback loop to prevent the potential closed-loop instability caused by the delays of the inside-the-loop input shaper. Finally, a high-gain PI feedback controller is employed to handle the disturbances and modeling uncertainty. A series of comparative experiments are performed on a piezo-actuated nanopositioning stage to verify the effectiveness of the propose approach under different test signals. With the proposed method, the bandwidth of the piezo-actuated stages is increased from 22.6 Hz (only with PI controller) to 510 Hz.
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