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A B S T R A C T

This paper proposes a new damping control approach with positive acceleration, velocity and position feedback (PAVPF) scheme for piezo-actuated nanopositioning stages to implement high-bandwidth operation. To achieve this objective, the intrinsic hysteresis nonlinearity of the piezoelectric actuator is firstly handled by a feedforward compensator with a modified Prandtl–Ishlinskii model. Afterwards, the PAVPF controller with the pole-placement method is implemented to suppress the lightly damped resonant mode of the hysteresis compensated system. With the PAVPF controller, the poles of the damped system in a third-model can be placed to arbitrary positions with an analytical method. Finally, for accurately tracking a predefined trajectory, a high-gain proportional-integral (PI) controller is designed, which could deal with the disturbance and the unmodeled dynamics. For verifying the proposed PAVPF-based control approach, comparative experiments with positive velocity and position feedback controller and with PI controller are conducted on a piezo-actuated nanopositioning stage. Experimental results demonstrate that the developed control approach with PAVPF controller is effective on damping control and improves the control bandwidth of the conventional PI controller from 111 Hz to 766 Hz, which leads to the significant increase of the tracking speed.

© 2017 Elsevier Ltd. All rights reserved.

1. Introduction

Nowadays, piezo-actuated nanopositioning stages are intensively required in industrial devices including the scanning probe microscopes [1–3], and micromanipulators [4,5]. The key components of these nanopositioning stages are the piezoelectric actuators (PEAs) and flexure hinge based mechanisms. However, there are two main challenges that limit the improvement of the tracking accuracy and speed of such stages [6–8]. One is the inherent hysteresis nonlinearity of the PEAs, which causes the conventional control approaches for linear dynamic systems inapplicable [9]. The other one is the lightly damped resonant behavior of the mechanisms, which generally restricts the maximum operation frequency less than the 1%–10% of its resonance frequency of the stage [10,11].

For the decades past, many efforts have been made to eliminate the inherent hysteresis behavior of the PEAs. Charge actuation [12] is a feasible method in mitigating hysteresis. However, the additional cost and the greater circuit complexity hinder it from being widely used until now. Among the methods in voltage-actuation case, the feedforward control with a hysteresis compensator [13] has been demonstrated to be effective to cancel the hysteresis, which has been extensively employed in the literature [14–17].

To address the lightly damped resonant behavior, several damping control techniques have been reported [18–29]. With the capacity to manage modeling uncertainties and the robustness to parameter variations, the feedback damping control has become promising, such as the integral resonant control [24,25], the force feedback control [23], and the positive position feedback (PPF) control [18]. Due to the lack of the force sensor in many apparatuses, the force feedback control has not been used intensively. With the simple structure and the ability to place the poles of the damped system to more benefitting locations [18], the PPF controller is widely used to suppress the vibrations of piezo-actuated systems [28,29]. Moreover, based on the PPF technique, several works have been extended for vibration suppression in multimode condition and/or disturbance decay, such as the hybrid positive feedback control [20], and the modified positive position feedback control [22]. It should be noted that the poles of the damped system with a PPF controller or the extended controllers could not be placed arbitrarily [21,28]. Hence, the positive velocity and position feedback (PVPF) control [21] is designed to suppress the undesired vibra-
tion of a second-order system, which makes it possible to assign the poles of the damped system to arbitrary locations. The PVPF [21] controller is an effective method for damping control and has been extensively employed to nanopositioners, such as [21,26]. It is worthy of mentioning that these damping control techniques are generally effective for the system with a typical second-order model to implement arbitrary poles placement. However, in general, the dynamic model of the piezo-actuated nanopositioning stages is third-order [11], which has also been confirmed by various experiments [11,27,30]. In this sense, the analytical method for designing PVPF controller is not applicable for such third-order system. Of course, the numerical method may be employed to find the optimum control parameters for designing PVPF controller. Therefore, inspired by the reported PVPF controllers, the objective of this work is to develop a damping controller for the third-order dynamic model such that the poles of the damped system can be assigned arbitrarily.

In this paper, a positive acceleration, velocity and position feedback (PAVF) control approach is proposed to damp the undesired resonant mode of a piezo-actuated nanopositioning stage with a third-order model. The developed control approach can be implemented with three steps. Firstly, due to hysteresis nonlinearity of the PEA, a direct inverse feedforward compensator is utilized, which leads to an approximately linear system. Secondly, the PAVF control approach is presented to suppress the vibration of the compensated system with an analytical method. The pole-placement method is used to design the PAVF controller. Thirdly, a feedback tracking controller is designed to cope with the disturbance and the unmodeled dynamics. As we mentioned above, the PVPF controller may not be used to arbitrarily set the poles with an analytical method for the third-order system. In order to make a comparative test between the PVPF controller and PAVF controller, a numerical algorithm is applied in this work. On the other hand, with the PVPF controller, the poles of the damped system are able to be placed arbitrarily, depending on the designers. In the end, comparative experiments with PVPF controller and with conventional PI controller are performed to validate the proposed control approach.

The remainder of this paper is arranged as follows. Section 2 describes the experimental platform. In Section 3, the proposed PAVF-based control approach is designed and comparative experiments with PVPF controller are conducted. In Section 4, real-time experimental results are presented and the conclusion is drawn in the last section.

2. System description

The experimental platform used in this work is shown in Fig. 1(a). As an example, a piezo-actuated nanopositioning stage (produced by Harbin Core Tomorrow Science and Technology Co., Ltd) is utilized. The one dimensional flexure-guided piezo-actuated nanopositioning stage is composed of three parts: an integrated high-resolution strain gauge sensor, a flexure hinge guiding mechanism with the travel range of 71.55 μm, and a PEA to drive the mechanism. The PEA in this device is made of piezoceramic. The external size of the stage is 132 × 50 × 25 mm. A voltage amplifier with the constant amplification factor of 15 is provided to drive the PEA. The signal conditioner is used to capture the position signal from the sensor of the stage for parameter identification and closed-loop control. The dSPACE system, with 16-bit ADCs and 16-bit DACs interface in the board, is used to carry out the control approach in the environment of Simulink/Matlab by the software of ControlDesk. The ADC interface is used to capture the actual position signal from the signal conditioner and convert it to digital voltage signal. The DAC interface is employed to convert the digital signal generated by the computer to analogue excitation voltage signal and transfer it to the amplifier. In this work, the output voltage of the dSPACE is set to range from 0 to 10V, and the sampling rate of the control system is chosen as 20kHz. Fig. 1(b) shows the experimental platform schematically.

3. Controller design

Before the design of the PAVF-based controller, the dynamics of the nanopositioning stage is studied. In general, a Hammerstein-like model can describe the dynamic behavior of the stage, which cascades the rate-independent hysteresis nonlinearity with the linear dynamics of the system [11,31,32]. Fig. 2 schematically shows the Hammerstein-like model, where H represents the rate-independent hysteresis nonlinearity, and G contributes the plant linear dynamic model.

Taking into account that the proposed PAVF-based controller is tailored for a linear system, the hysteresis nonlinearity H hampers its design and application. To address this issue, a feedforward compensator will be designed firstly to handle the hysteresis behavior of PEAs.

3.1. Hysteresis compensator

To cancel the hysteresis behavior, the feedforward compensator is widely used in the voltage actuation case. With the model simplicity and exclusion of the inversion-model calculation, a direct inverse hysteresis compensation method is applied in this work,
The block diagram of the system with the feedforward compensator is shown in Fig. 3, where $y_d(t)$ represents the desired trajectory, $v(t)$ denotes the control signal of the feedforward compensator, and $y(t)$ represents the real displacement signal of the stage.

Based on the MPI model [33], the output of the feedforward compensator can be expressed as

$$v(t) = p_1 y_d^3(t) + p_2 y_d(t) + \sum_{i=1}^{N} c(r_i) f_i[y_d(t)]$$

(1)

where $p_1$ and $p_2$ are the constant coefficients of the input polynomial, $c(r_i)$ is the weight of each play operator $f_i[y_d(t)]$, $N$ is the number of the used play operators. $f_i[y_d(t)]$ is a one-side play operator

$$f_i[y_d(t)](0) = \max(y_d(t) - r_i, 0)$$

$$f_i[y_d(t)](t) = \max[y_d(t) - r_i, \min(y_d(t), f_i[y_d(t)](t - T_0))]$$

(2)

where $T_0$ is the sampling period, and $r_i$ is the threshold value. In this work, the fixed threshold value $r_1$ is chosen as:

$$r_i = \frac{i}{N} ||y_d(t)||_{\infty}, \quad i = 0, 1 \ldots N - 1$$

(3)

$N$ is selected as 10 in this work. To identify the parameters, a multi-value triangular signal in a relatively low frequency is used to stimulate the system, without triggering the dynamics of the system. With the corresponding input and output of the system captured, the parameters of the feedforward compensator in (1) can be optimized with a modified particle swarm optimization method [34]. All the obtained parameters are shown in Table 1. The readers may refer to [33,34] for the detailed algorithms of parameters optimization. Fig. 4(a) displays the hysteresis compensation results of the piezo-actuated stage with the feedforward compensator, where an approximately linear relationship is observed. Moreover, Fig. 4(b) provides the response of the stage without the feedforward compensator, where obvious hysteresis occurs. It is demonstrated that the inherent asymmetric hysteresis nonlinearity has been significantly reduced with the feedforward hysteresis compensator. Therefore, the compensated system $\hat{C}$ can be approximately considered to be linear.

3.2. PAVPF damping controller

Here, the design of the PAVPF controller is presented. Firstly, the dynamic model $\hat{C}$ needs to be identified. To this end, a band-limited white noise signal is utilized to stimulate the compensated system. The System Identification Toolbox of Matlab is used for determining the transfer function of the compensated system, based on the corresponding system output position signal and the input noise signals. The identified model $\hat{C}$ has the transfer function of

$$\hat{C}(s) = \frac{a_3 s^3 + a_2 s^2 + a_1 s + a_0}{s^3 + b_2 s^2 + b_1 s + b_0}$$

(4)

where $a_3 = 0$, $a_2 = 815.3$, $a_1 = -1.783e7$, $a_0 = 2.974e11$. $b_2 = 4948$, $b_1 = 1.032e8$, $b_0 = 2.723e11$. With the identified model in Eq. (4), it is convenient to obtain the original poles of $\hat{C}$, which are

$$p_{1.2} = -1054 \pm 9806i$$

(5)

$$p_3 = -2840$$

(6)

It can be obtained that the damping ratio of the system is 0.107, which is a definitely lightly damped resonant mode. To illustrate the preciseness of the identified dynamic model, Fig. 5 compares the frequency responses of the experimental results and the simulation results. It is observed that the identified model accurately describes the dynamic behavior of the system. In addition, there is a lightly damped undesired resonant mode of the compensated system, which restricts the improvement of the tracking speed of the stage.

Remark: we should mention that, in general, the numerator of $G(s)$ is third order when developing the PAVPF controller. However, in this work, the numerator of $G(s)$ in the identified model is second-order, which is just a special case. Therefore, we adopt $a_3 = 0$ in Eq. (4) for verification. Without losing generality, the design method is still available when $a_3 \neq 0$.

To damp the resonant mode of the compensated system, the PAVPF controller will be designed. The block diagram of the proposed PAVPF controller is shown in Fig. 6. The output of the PAVPF controller $u_p(t)$ is the synthesis of acceleration, velocity and position signals based on the system output, and $u_p(t)$ is positively feedback to the compensated system $\hat{C}$. The transfer function of the PAVPF controller can be written as

$$C_{\text{damp}}(s) = \frac{\Gamma s^2 + \Gamma_1 s + \Gamma_0}{s^2 + \omega_0^2 + \omega_p^2}$$

(7)

where $\xi$, $\omega_p$, $\Gamma_2$, $\Gamma_1$, $\Gamma_0$ are the adjustable parameters of the controller. As a matter of fact, the term $C_{\text{damp}}(s)$ can be regarded as the connection of the acceleration, velocity, and position signals ($\Gamma s^2 + \Gamma_1 s + \Gamma_0 + \omega_p^2$) and a low-pass filter $1/(s^2 + 2\xi \omega_0 s + \omega_0^2)$, where $\Gamma_2$, $\Gamma_1$, and $\Gamma_0$ mean the weights of the feedback values of the acceleration, velocity, and position signals, respectively. As there only exists a position sensor in the system, the acceleration and velocity signals are derived by the first and second difference of the position signal, respectively. To avoid the amplification of the sensor noise in the difference process, the low-pass filter is thus employed. Therefore, the PAVPF controller is defined as the format of Eq. (7).

From Fig. 6, the transfer function of the damped system with PAVPF controller has the expression of

$$P_{\text{damp}}(s) = \frac{\hat{C}(s)}{1 - \hat{C}(s) C_{\text{damp}}(s)} = \frac{N(s)}{M(s)}$$

(8)

where $N(s)$ and $M(s)$ have the expressions

$\begin{align*}
N(s) &= (a_3 s^3 + a_2 s^2 + a_1 s + a_0) (s^2 + 2\xi \omega_p s + \omega_p^2) \\
M(s) &= (s^3 + b_2 s^2 + b_1 s + b_0) (s^2 + 2\xi \omega_p s + \omega_p^2) \\
&- (a_3 s^3 + a_2 s^2 + a_1 s + a_0) (\Gamma s^2 + \Gamma_1 s + \Gamma_0) \\
&= (1 - \Gamma_2 \xi s^3 + (b_2 + 2\xi \omega_p - \Gamma_1 \Gamma_2 - \Gamma_2 \xi) s^4 + (b_1 + \omega_0^2 - \Gamma_0 a_3 - \Gamma_1 a_2 - \Gamma_2 a_1 + 2\xi \omega_p b_2) s^3
\end{align*}$

(9)
Fig. 4. Experimental results of the hysteresis curves for the system with and without the feedforward compensator: (a) with compensator; (b) without compensator.

Fig. 5. The experimental frequency response and the frequency response of the identified simulation model.

Fig. 6. The block diagram of the system with PAVPF control.

\[
\begin{align*}
+(b_0 - \Gamma_0 a_2 - \Gamma_1 a_1 - \Gamma_2 a_0 + 2\xi_0 \omega_p b_1 + b_2 \omega_p^2)s^2 + (2\xi_0 \omega_p b_0 - \Gamma_1 a_0 - \Gamma_0 a_1 + b_1 \omega_p^2)s + b_0 \omega_p^2 - \Gamma_0 a_0 
\end{align*}
\]

It can be observed that Eq. (10) can be treated as a characteristic polynomial with five parameters \((\xi_0 \omega_p, \omega_p^2, \Gamma_2, \Gamma_1, \Gamma_0)\). Meanwhile, there are five zeroes of the equation \(M(s) = 0\), which corresponds to the five poles of the damped system with PAVPF controller. Hence, from the viewpoint of mathematical principles, it is possible to allocate each pole of the damped system to a desired location arbitrarily. Provided that the desired locations of the poles are set as \(P_i (i = 1, 2, 3, 4, 5)\), the characteristic equation can be expressed as

\[
Q(s) = (s - P_1)(s - P_2)(s - P_3)(s - P_4)(s - P_5) = s^5 + K_4s^4 + K_3s^3 + K_2s^2 + K_1s + K_0
\]

where

\[
K_4 = -P_1 - P_2 - P_3 - P_4 - P_5
\]

\[
K_3 = P_2(P_2 + P_1) + P_1P_2 + P_4(P_2 + P_4)
\]

\[
+ P_3(P_4 + P_5 + P_1)
\]

\[
K_2 = -P_4(P_3P_1 + P_3P_2 + P_4P_2) - P_3P_3P_2 + P_4(P_1 + P_2 + P_1)
\]

\[
+ P_4(P_1 + P_2 + P_2) - P_1P_2P_3
\]

\[
K_1 = P_3P_3P_1 + P_2P_3P_2 + P_3P_3P_3 + P_2P_3P_2 + P_1P_3P_3
\]

\[
K_0 = -P_1P_4P_3P_2
\]

(12)

To assign the poles of the damped system to the desired locations \(P_i (i = 1, 2, 3, 4, 5)\), the coefficients of the characteristic polynomial \(M(s)\) and the coefficients of \(Q(s)\) should satisfy the following conditions:

\[
K_4(1 - \Gamma_2 a_3) = b_2 + 2\xi_0 \omega_p - \Gamma_1 a_3 - \Gamma_2 a_2
\]

\[
K_3(1 - \Gamma_2 a_3) = b_1 + a_2 - \Gamma_0 a_3 - \Gamma_1 a_2 - \Gamma_2 a_1 + 2\xi_0 \omega_p b_2
\]

\[
K_2(1 - \Gamma_2 a_3) = b_0 - \Gamma_0 a_2 - \Gamma_1 a_1 - \Gamma_2 a_0 + 2\xi_0 \omega_p b_1 + b_2 \omega_p^2
\]

\[
K_1(1 - \Gamma_2 a_3) = 2\xi_0 \omega_p b_0 - \Gamma_1 a_0 - \Gamma_0 a_1 + b_1 \omega_p^2
\]

\[
K_0(1 - \Gamma_2 a_3) = b_0 \omega_p^2 - \Gamma_0 a_0
\]

(13)

Eq. (13) can be expressed in the matrix form

\[
A \times X = B
\]

where

\[
X = \begin{pmatrix} \xi_0 \omega_p & \omega_p^2 & \Gamma_2 & \Gamma_1 & \Gamma_0 \end{pmatrix}^T
\]

\[
A = \begin{pmatrix} 2 & 0 & -a_2 & K_4a_3 & -a_3 & 0 \\ 2b_2 & 1 & -a_1 & K_3a_3 & -a_2 & -a_2 \\ 2b_1 & b_2 & -a_0 & K_2a_3 & -a_1 & -a_1 \\ 2b_0 & b_1 & K_1a_3 & -a_0 & -a_1 \\ 0 & b_0 & K_0a_3 & 0 & -a_0 \end{pmatrix}
\]

(14)

(15)

By solving the linear equation (14), the PAVPF controller can be obtained.

Based on the above principle, the PAVPF controller is designed for the system \(\mathcal{C}\). The damping control objective is that the dominant poles have desired damping ratio. In this sense, the desired locations of the poles should be placed far to the left half plane. In this work, the desired poles are chosen as

\[
p_{1,2,3,4}^* = -3000 \pm 9806i
\]

(18)

\[
p_5^* = -2840
\]

(19)
which means that the desired damping ratio of the dominant pole is 0.297. Then, substituting Eqs. (18) and (19) into Eqs. (12) and (13), the solution of Eq. (14) can be obtained, which determines the adjustable parameters in Eq. (7). The obtained PAVPF damping controller can be expressed as:

$$C_{\text{damp}}(s) = \frac{0.2536s^2 + 5.360e3s + 1.318e7}{s^2 + 1.010e4s + 1.270e8}$$

(20)

3.3. PAVPF damping controller

For a comparative study, the PAVPF controller is designed with the same control objective to verify the damping performance of the PAVPF controller. For more details about the PVPF control and the design of the PAVPF controller, readers may refer to [21,26]. The transfer function of the PVPF controller can be written as:

$$C_{\text{PVPF}}(s) = \frac{F_1s + F_0}{s^2 + 2\xi_0s + \omega_0^2}$$

(21)

Then, the characteristic equation of the damped system with PVPF control is

$$|1 - \tilde{C}(s)C_{\text{PVPF}}(s)| = 0$$

(22)

As discussed in [21,26], the PVPF control approach can place the poles of the damped system arbitrarily with an analytical method, when the model of the target system is second order. With the third model expressed in Eq. (4), the PVPF controller could not be designed directly to suppress the resonant vibration of the system using an analytical method. Therefore, a numerical method is chosen to optimize the control parameters of the PVPF controller.

For a fair comparison, the set point in this PVPF controller is the same with the one of the PAVPF controller in Eqs. (18) and (19). Since the real pole of the system does not influence the damping performance of the system, the objective function for the optimization method is expressed as

$$\text{min } \text{Fun} = |\text{Re}(p_{123a}) - \text{Re}(p'_{123d})|$$

(23)

where $\text{Re}(p_{123a})$ is the real part of the objective complex poles. The Matlab optimization function ‘lsqnonlin’ is adopted to optimize the controller parameters. The determined transfer function is

$$C_{\text{PVPF}}(s) = \frac{5560s + 1.353e7}{s^2 + 9915s + 1.517e8}$$

(24)

With the simulation results, it can be obtained that the poles of the damped system with PVPF control are not exactly equal to the set point. However, with the PAVPF controller, the poles of the damped system can be assigned in an arbitrary manner accurately. For validating the effectiveness of the PAVPF controller, comparative experiments are performed as well. The frequency responses of experimental results of the system in open-loop, with PVPF controller and with PAVPF controller are compared in Fig. 7. It can be observed that the lightly damped resonant peak is well suppressed by both the PVPF controller and the PVPF controller. The PAVPF controller has a more significant vibration suppression effect. Fig. 8 plots the step responses of the system in open-loop, with PVPF controller and with PAVPF controller, respectively. Based on the experimental results, the overshoot of the system with the PAVPF controller is smaller than that of the system without it. Meanwhile, the damping performance of the PAVPF controller is slightly better, compared with the PVPF controller. Therefore, the effectiveness of the PAVPF controller on damping control is demonstrated.

3.4. High-gain feedback controller

In this control approach, a feedback tracking controller is required to deal with the tracking errors. Therefore, a proportional-integral (PI) controller is used as the tracking controller in the outer feedback loop. The PI controller has the transfer function of $C_{\text{track}}(s) = k_p + k_i/s$, in which $k_p$ and $k_i$ are the proportional and integral gains, respectively. The block diagram of the system with PAVPF-based control approach is shown in Fig. 9. To determine the exact values of the gains $k_p$ and $k_i$, the stability analysis of the system with PI+PAVPF is provided using a graphical method. For the detail algorithms of the graphical method, readers can refer to [27,35]. The stability region with the magnitude margin A of 9.5 dB and phase margin $\phi$ of 60° is shown in the intersection area of these two stability boundaries in Fig. 10. To optimize the control gains of the PI controller, the control bandwidth of the system with PI+PAVPF controller are analyzed. With every pair of $k_p$ and $k_i$ uniform distribution in the stability region, the control bandwidth of the system with different control gains is tested individually, based on the simulation results. The grey-scale map, as shown in Fig. 10, shows the simulation results of the control bandwidth in normalized case to illustrate the variation rule of the control bandwidth. It can be seen that the higher bandwidth exists in the region with the higher integral gain $k_i$. The control gains $k_p$ and $k_i$ will be determined in the stability region with a higher control bandwidth, by trial and error method in the experiment.
4. Experimental results

In this section, real-time experiments are performed on the experimental platform, as shown in Fig. 1, to verify the advantages of the proposed control approach.

Remark: With the similar damping performance of the PAVPF controller and the PVF controller, the following bandwidth test results and the tracking performance of the system with PI+PVF controller are close to the results of the system with PI+PAVPF controller, which is also verified by the real-time experiments. Therefore, the comparative experimental results of the system with PI+PVF controller are not presented in this paper.

4.1. Bandwidth test

Firstly, experiments are performed to determine the control gains of the PI controller of the system with PI+PAVPF control. The control gains $k_p$ and $k_i$ are determined as 0.3 and 1900, respectively. The determined operating point can be found in Fig. 10, with the magnitude margin more than 9.5 dB and phase margin more than 60°. For comparison, experiments are performed with the traditional PI controller for the hysteresis compensated system. The hysteresis compensator of the system with PI control is the same with that of the system with PI+PVF control. The proportional and integral gains of the traditional PI controller are determined as $K_p = 0.3$ and $K_i = 800$, with trial and error method. The step responses of the system with PI+PVF controller and the system with PI controller are shown in Fig. 11. The output of the system with PI control exhibits obvious oscillations, and converges slowly with rising time of about 2.8 ms and settling time of about 5 ms. In contrast, the rising time and settling time of the PI+PAVF controller are about 0.45 ms and 2 ms, respectively. These characteristics show great superiorities of the PI+PAVPF controller on the transient response.

Furthermore, experiments are performed to test the control bandwidth of the system with these two control approaches. With this objective, the band-limited white noise signal is also selected to stimulate the system with PI controller and with PI+PAVPF controller, respectively. The crossover frequency at -3 dB, which is generally chosen as a measurement of the system bandwidth [36], is selected as the index of control bandwidth. The frequency responses of these two closed-loop systems (with PI controller and with PI+PAVPF controller) are shown in Fig. 12. The bandwidths of the system with PI controller and with PI+PAVPF controller are 111 Hz and 766 Hz, respectively. It can be obtained that the control bandwidth of system with PI+PAVPF controller improves about 6 times, which validates the advantages of the proposed PAVPF controller.

4.2. Tracking performance

The control objective of a nanopositioning stage is to accurately track a predefined trajectory. In most practical applications, most of the tasks for the stage are to track a periodic triangular trajectory [2,7,37–39]. Hence, real-time triangular trajectories tracking experiments are conducted with typical fundamental frequencies of 1, 10, 50 and 100 Hz, respectively. Fig. 13(a) and (b) illustrate the comparison of the tracking performance of the system with PI controller and with PI+PAVPF controller, under 50 Hz and 100 Hz triangular trajectories, respectively. As shown in Fig. 13, the tracking performance of the system with the PI+PAVPF controller is improved significantly, by comparing to the tracking results of the system with PI controller. Besides, as described in Fig. 13, tracking performances of both the PI controller and the PI+PAVPF controller degrade, as the increase of the input signal frequency, which is influenced by the limited bandwidth of the controlled system.

With the objective of quantifying the tracking results of the PAVPF-based control approach, two indexes are chosen as follows:

$$e_m = \max_{t \in [0, T]} \frac{|y(t) - r(t)|}{\max(r(t)) - \min(r(t))} \times 100\% \quad (25)$$

$$e_{\text{rms}} = \sqrt{\frac{1}{T} \int_{0}^{T} [y(t) - r(t)]^2 dt} \frac{1}{\max(r(t)) - \min(r(t))} \times 100\% \quad (26)$$
where \( r(t) \) represents the input signal as reference signal, \( y(t) \) represents the actual output position signal, and \( T \) denotes the cycle of the input signal. \( \epsilon_m \) and \( \epsilon_{rms} \) indicate the maximum tracking error and the root mean square tracking error of the stage, respectively. For comparison, \( \epsilon_m \) and \( \epsilon_{rms} \) of the system with different control approaches in the tracking experiments are summarized in Table 2. It is clearly seen that the tracking errors of the system with PI+PAVPF controller are reduced significantly, when comparing to the system with PI controller. In this sense, the advantage of the PAVPF-based control approach is demonstrated on high-bandwidth tracking control.

5. Conclusion

In this work, a PAVPF control approach is presented to suppress the vibration of the resonant mode of piezo-actuated nanopositioning stage to achieve high-bandwidth control. The PAVPF-based control approach is composed of the hysteresis compensator, the PAVPF controller, and the tracking controller. The hysteresis compensator with a MPI model is introduced for dealing with the nonlinearity of the PEA, which leads to an approximately linear system. The pole-placement method is utilized to design the PAVPF controller, which adds sufficient damp to the lightly damped system. Then, a PI controller is designed to enhance the tracking performance of the nanopositioning stage. Finally, to evaluate the advantages of the PAVPF-based control approach, comparative experiments with PVPF controller and with conventional PI controller are performed. Experimental results demonstrate that the performance with the PI+PAVPF controller is improved significantly.
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Table 2
Obtained tracking errors of the tracking experiments with different fundamental frequencies for different control approaches.

<table>
<thead>
<tr>
<th>Frequency (Hz)</th>
<th>PI</th>
<th>PI+PAVPF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \epsilon_m(%) )</td>
<td>( \epsilon_{rms}(%) )</td>
</tr>
<tr>
<td>1</td>
<td>0.39</td>
<td>0.25</td>
</tr>
<tr>
<td>10</td>
<td>2.53</td>
<td>3.07</td>
</tr>
<tr>
<td>50</td>
<td>13.93</td>
<td>10.91</td>
</tr>
<tr>
<td>100</td>
<td>23.35</td>
<td>18.12</td>
</tr>
</tbody>
</table>

Fig. 13. Comparisons of the triangular trajectory tracking results of the stage with different control method with different fundamental frequencies: (a) 50 Hz; (b) 100 Hz.
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