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Abstract In this paper, a control strategy based on the
optimal control and subspace stabilization approach is
developed to solve the two-point boundary value prob-
lem of a highly under-actuated quadrotor. To facilitate
the development, the dynamic model of the quadrotor
is firstly presented. Then the boundary value problem
is mathematically formulated based on the optimal
control theory. According to the problem formula-
tion and utilizing the subspace stabilization approach,
the control strategy is proposed to suppress the state-
trajectory tracking errors and manipulate the quadro-
tor from a known initial state to the desired final state
in a finite time horizon. As there exist input delays
in real-time flights, the Smith predictor is designed
to enhance the performance of the developed control
strategy. Finally, an indoor experimental platform of
the quadrotor is built and real-time experiments of the
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ball-batting is conducted with a coefficient of resti-
tution of approximate 0.7 and a racket with diameter
of 0.13 m. The experimental results show that the
quadrotor can well establish the desired final state
and bat the ball towards its target location (the devia-
tion of position is less than 0.15 m), which verify the
feasibility of the proposed control strategy.

Keywords Under-actuated - Quadrotor - Subspace
stabilization - Smith predictor

1 Introduction

During the last decade, the quadrotors have attracted
increasingly attentions in the robotics community
[1]. These kind of aerial robots can be potentially
implemented in both military and civil environment,
thus outlines grand opportunities and challenges for
researches and applications. A number of researchers
have chosen them as their experimental platforms
and tried to manipulate them to fulfill various mis-
sions [2, 3]. Through their activities, the design [4,
5], flight control [6-9] and path planning [10, 11] are
extensively investigated.

In view of the state-of-the-art, it is hopeful that in
the near future the quadrotors can undertake a diverse
range of challenging missions imposed by the real
world which might be dangerous or space limited for
human beings, such as building exploration, bridge
inspection and agricultural care [1, 12—-14]. To achieve
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this objective, the quadrotors need to possess more
agile and aggressive maneuvers that can cope with the
changing environment in the complex real-time sce-
narios [1]. In this sense, all of the concerned states
of the quadrotors should be well controlled in their
specific missions. However, such control objective is
hindered by the fact that the quadrotors are highly
under-actuated systems with strong nonlinearities and
coupling characteristics [15]. As pointed out in [16,
17], for the under-actuated systems, as the dimension
of the output space is higher than that of the input
space, it is impractical to utilize the smooth static
feedback to stabilize the quadrotors into an arbitrary
state by regarding the desired state as an equilibrium
state [18]. To tackle this problem, several groups have
started to develop innovative control strategies based
on specific missions. For example, in [19], the quadro-
tors were controlled to fly through narrow, vertical
gaps and perch on inverted surfaces. In such missions,
nine dimensional state variables (including position,
velocity, and attitude) were required to be manipulated
to the desired final values within a finite time hori-
zon. To solve this problem, the authors in [19] firstly
built an ideal state-trajectory based on the nominal
model of the quadrotor, and the corresponding control
sequence was initialized. To well track the built state-
trajectory, this control sequence was refined by the
iteratively learning through successive experimental
trials. Similarly, quadrotors from the Federal Institute
of Technology Zurich were manipulated to juggle ten-
nis balls [20], where eight dimensional state variables
were required to reach their desired values within
approximate 1 second. The ideal state-trajectory for
this mission was prescribed based on the linearized
model and iterative learning was adopted to enhance
the performance.

It can be seen that from the literatures, con-
trol strategies are commonly developed in open-loop
forms by adopting both model-based state-trajectory
generation and iterative learning [19-21]. In this way,
to guarantee the controllers’ performance, a sufficient
number of successive experimental trials associating
with the iterative learning should be conducted. To get
rid of the reliance on the iterative learning process and
establish control strategies of closed-loop forms, this
work is thereby inspired to formulate the problem as a
two-point boundary value problem [16, 17], and then
solve this problem based on the subspace stabilization
approach and linear quadratic regulator (LQR). In this
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control scheme, a subset of the output space is sta-
bilized at the first step. The states of this stabilized
subspace are then chosen as a new set of virtual control
inputs for its complementary subspace. Subsequently,
the LQR is introduced to suppress the state-trajectory
tracking errors in the whole output space. Consider-
ing the fact that there exist input delays due to the
transport delays in communications and the dynam-
ics of the quadrotors, the Smith predictor is designed
to enhance the performance of the developed control
strategy. To verify the effectiveness of the develop-
ment, the task of ball-batting, which is similar to [20],
is performed in the experimental tests. With lower
coefficient of restitution (COR) [22] and a smaller
racket than that adopted in [20], the real-time exper-
iments show satisfactory results. This demonstrates
that the developed control strategy can effectively
solve the two-point boundary value problems of the
under-actuated quadrotors.

The distinctive features of this paper are as fol-
lows. Firstly, a control strategy based on subspace
stabilization approach and LQR is developed to
solve the two-point boundary value problems of
the under-actuated quadrotors. Secondly, the Smith
predictor is introduced to alleviate effects of the
input delays in the real-time flight control. Finally,
the effectiveness of the developed control strat-
egy is verified through the real-time experiments of
ball-batting.

The remainder of this paper is organized as follows.
Section 2 presents the dynamic model of the quadro-
tor. The control strategy is developed in Section 3, and
its application to the ball-batting is demonstrated in
Section 4. Then the experimental results are shown in
Section 5, and Section 6 concludes this work.

2 The Quadrotor Model and Problem Formulation

To facilitate the controller development, the dynamic
model of the quadrotor is presented in this section.
Based on this model, the problem considered by this
work is formulated accordingly.

2.1 Quadrotor Dynamics
The coordinates and free body diagram of the quadro-

tor are shown in Fig. 1. The quadrotor is actuated by
four rotors on the endpoints of an X-shaped frame.
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Fig. 1 A free body diagram of the quadrotor. X; — Y; — Z;
is the inertial coordinates and X p — Yp — Zp is the body fixed
coordinates

With this configuration, the acceleration along its nor-
mal direction (Zp) is produced by the collective thrust
of these four rotors. In order to balance the yawing
torque, rotors attached on the Yp axis rotate in clock-
wise direction, and the rotors attached on the X g axis
rotate in counterclockwise direction. In such a case,
the yawing torque is produced according to the dif-
ference of collective torques between these two axes.
Similarly, differences of thrusts between rotors on the
X p axis and the Yp axis produce the pitching torque
and the rolling torque. Therefore, four control inputs
can be defined as

U=FN+Rh+FB+F, U-=Uy—-FR)L,
Uy =My — My + M3 — My, Us = (F3 — F1)L.

)]

where L is the length from the rotor to the center of
the mass of the quadrotor, and F; and M; are the thrust
and torque generated by rotor i (i € {1, 2, 3, 4}).

In view of Eq. 1, equations governing dynamics of
the quadrotor with respect to the inertial coordinates
are generally expressed as [23, 24]

X = %(cosd)sin@cosx/f—{—sind)sinw)
y = %(cos¢>sin9 sin Y — sin ¢ cos ¥r)

7= %cosd)cos@ —g

.. Y IVV_IZZ .

b= {2 it — friny @
6= 1%+ U () — {29k

. s Le=1yy
=T+ 0

where x, y, and z are the position of the center of mass
in the inertial coordinates; ¢, 6, and Y are the attitude;
m, Iyx, Iy, and I, are the mass and rotary inertia of
the quadrotor, respectively; Jg and Qp are the rotary
inertia and angular velocity of the propeller blades;
and g is the gravity constant.

Linearizing (2) in the near hovering state (¢ =
0, 6 =0, ¥ = 0), one can obtain [24]

iz

A control vector can thus be redefined as
u=1[Uy —mg, Uy, Us, Usl" 4)

The control input space is then denoted as u = {u}.
2.2 Problem Formulation

To formulate the problem mathematically, two spaces
of the quadrotor are firstly defined as follows.

The first space is the configuration space. Similarly
to other rigid bodies, this space for the quadrotor is
defined as [25]

g=1{qlg=1Ix, y, z, ¢, 0, ¥1"} (5)

The second space is the state space, which is
described by

E=qxqxq (6)

The element & in the space & has a dimension of
18, which is much higher than that of the control input
defined in Eq. 4. In the real-time flights, the quadro-
tors are commonly required to be controlled in its
output space, denoted as ¢, which is a subspace of &.

For the two-point boundary value problem, the goal
is to manipulate the quadrotor from a known initial
state {p € ¢ to the desired final state {7 € ¢ within
a finite time horizon ¢t € [0, T] through a feasible
state-space trajectory {;(t) which is consistent with
the dynamics of the quadrotor. Therefore, the prob-
lem can be equivalently solved when this ¢;(¢) is well
tracked. In this way, denoting the tracking error with
respect to the desired trajectory as £ (t), the problem
considered by this work can be stated as the follows

- T1. - 1
min J (g, u)=/0 (Ec(t)Q(t)s“(t)+5u(t)R(t)u(t))dt
@)
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subject to the dynamics given in Eq. 3 and the bound-
ary value conditions: {(T) = 0.

3 Controller Development

In this section, a control strategy is developed based
on the subspace stabilization approach and LQR.
The subspace stabilization approach is a “divide-and-
conquer” approach for nonlinear systems [26, 27].
This approach constructs the control input by two
terms as follows

U=ug +v (8)

To design the controller with the form of Eq. 8, a
fully-actuated subspace of ¢, denoted as w, is cho-
sen to be stabilized by the control input ug at the
first step. The dynamic model of the complementary
subspace, denoted as w™, of the stabilized subspace
is then obtained by substituting ugs into Eq. 2, and
the compensating term v can be thereby designed to
stabilize the overall system.

To facilitate the development, the dynamic equa-
tions of the quadrotor are rewritten in the following
form

w® = Hi{(€) + G1(E, u) + dy(&, 1) (9a)
wt® = Hy(§) + Go(§,u) +dy,1 (5, 1) (Ob)

where k € {0, 1, 2} stands for the k™ order
derivative, H{(-), G1(-), H2(-) and G;(-) are mode-
lable nonlinear functions, and d,,(-) and d,,1(-) are
unmodeled nonlinearities and disturbances.

The following two assumptions are assumed to
hold.

Assumption 1 The desired trajectory &g in the output
space can be obtained by proper design. Its projection
in the subspace w and wL are denoted as wg and wj‘,
respectively.

Assumption 2 Equation 9 can be well estimated by
the equations with the following forms

w® = Hy (&) + G (E)u (10a)
wt® = Hy(&) + Ga(E, u)d (10b)
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where él(é‘ ) and and Gz(é, u) are nonzero func-
tions, and ¥ is a virtual control input such that v € ¥ =
Vy D v, with vy < w and v, < u.

Remark 1 With the developed dynamic model of Eq. 3
and given boundary value conditions, it is obviously
possible to design a feasible trajectory ¢; by taking
the inverse kinematics and dynamics of the quadro-
tor. This implies Assumption 1 is reasonable. For
Assumption 2, as the dynamics of the quadrotor can
be estimated as a linear Eq. 3, one can obtain its state-
space representation, which is exactly the same form
of Eq. 10.

In view of Eq. 10a, to stabilize the subspace w, a

simplest control input ugs can be designed as follows
A—1

{u.m =G1 (S)(ak_Hl(g)) (11)

ai = kpi(ei—g —wi=Dy  1<i<k

where k; is the control gain, and ¢; is a virtual control
input with g = wy.

Remark 2 Obviously, any other conventional con-
troller is also qualified to stabilize this fully-actuated
subsystem. It can be seen that such controllers actu-
ally belong to a mapping A : wg +— ug. If the
dynamic model is accurate, the developed controller
will closely track the desired trajectory {; according
to the forward dynamics and kinematics. However, as
there exist lumped disturbances, an additional con-
troller is required to stabilize the whole output space
in a closed-loop form.

Substituting u,s into Eq. 10b and taking variations
with respect to w® and 9, one can obtain the model
for wt®

swt® = Asw*® 4 BsH (12)

where A = J, 10 (Ha(8) + Go(€, ug)D), and B =
Jy(Hy(€) + Ga(&, ug)d). J, 1w and J; denote the
Jacobians with respect to w=® and 0.

To track the desired trajectory, both sw® and
30 should be suppressed to zero, and this can be
expressed as the following optimal problem.

min J* = %Sw#(k)Q*}(Sw#(k)

. R (13)
+f] sw® 0rsw® + Lso, Ryso,)de
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To solve the control problem of Eq. 13, the LQR is
adopted and the input for Eq. 13 is chosen as [28]

80 = —R BT P(t)swt® (14)

where P(t¢) is found by solving the continuous time
Riccati differential equation

ATPO+P)A—P@O)BR™'BTP(t)+QF = —P(1)
(15)

with the boundary condition P(T) = Q7%
Therefore, the second term v in Eq. 8 can be
obtained by

v = A(80y) + 80 (16)

where 0, € Uy and 0, € V.

4 Application to the Ball-Batting

In this section, the developed control strategy is
applied to the task of ball-batting. As shown in Fig. 2,
this application aims to bat a ball coming from an arbi-
trary direction to a desired location. In order to achieve
this goal, the quadrotor has to establish the desired
position, velocity and attitude at the batting point [20].
Therefore, the output space of the quadrotor in this
application is selected as

¢=1{¢le =lq1, 41, 2, 42, 93, 43, q4, gs1"} (A7)

According to Egs. 2 and 4, the control inputs for
¢ is up = [Uy — mg, Uz, Usz]. This means the
dimension of w must be less than or equal to three.

Post-batting

Pre-batting

. '
N Target
R Y

"J !
- Batting

S~—Ball Y

Quadrotor

Initial state Transitional state

Fig. 2 An illustration for the ball batting

Considering the fact that g4 and g5 possess differ-
ent dynamic behaviors compared to ¢, g2 and g3
[24], the full-actuated subspace w is chosen as w =
{wlw = [g4, g51"}. Then w is determined as w' =

fwHlwh =1lq1. 41. 92, 42. 3. 431" }.
4.1 Trajectory Design

According to the development in Section 3, it is nec-
essary to design a referenced trajectory {4(¢) (t €
[0, T]) prior to the controller design. In this work,
Zq(t) is constructed with two segments in the time
domain t € [0, t1) and ¢ € [t;, T].

Denoting the state of the quadrotor in the batting
point as {(T') = 7, the trajectory £,(¢) int € [t1, T]
can be designed to meet this boundary condition in the
following way.

Firstly, the desired trajectory in w is selected as

0(t) =06a, ¢(t) =¢a (t €[11,T]) (18)

where 6; and ¢, are the desired attitude to bat the ball.

Subsequently, adopting a constant collective thrust
Uy = mg + Ujp and taking integration of Eq. 18 with
respect to Eq. 3, the desired trajectory of the quadrotor
in the output space ¢ is (¢t € [#1, T])

Ol 0a ]
$a(1) .
X4 (1) #9(10 — 1)
Cva | —= Nt — 1)
¢a(t) = za(t) | Yot —1y)
x4 (1) S00,(t — 11)* + x3(11)
Ya(t) — S0 (t — 1) + yi(11)
Lza®M 1| Zo¢ — 1) 4 25(n)
(19)
with ¢4(T) = ¢F, which will be calculated in

Section 4.4, and x}j(#1), y;(t1) and z}j(t;) determines
the desired position of the quadrotor at = #1.

The trajectory ¢4(¢) int € [0, #1) is then defined
with two set-points: the initial position, which is the
current position of the quadrotor, and the desired final
position ¥ = [x}(t;), yi(t1), z5(t)]?. With this
design, the quadrotor only need to be controlled to
reach the desired position by a position controller
in t € [0, t1). Thereafter, the developed under-
actuated control strategy takes over the control tasks

@ Springer
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and manipulate the quadrotor to establish the desired
final state 7.

4.2 Controller Design

According to Egs. 3 and 9a, the dynamic model of the
subspace w is estimated by

.. L
w<2>=[<§}=[1€ ngi] (20)
Iyy

It can be seen (20) is a linear time-invariant system.
A proportional-derivative controller is developed for
this system

uwi = kale —w;), a = kp(wgi —w;) 2n

where i € {1, 2}, k, and k4 are the controller gains,
and wy; is the desired value for w;.

Assuming 7 = 0, the control input to stabilize the
subspace w is thereby constructed as

s = [0, ty1, Uy,]" (22)

Subsequently, denoting v = [U] — mg, wi, w7,
based on Egs. 3 and 17, the dynamics of the comple-

mentary subspace w= can be expressed in a discrete
form
- L -
wi(k) + wz(k)St
Wi + gU3 k)8t
1 1
W37y + Wi O
1 _ 3(k) 4(k) _ L A

Wiy = Wi, — ghamdt | = Fwiy, 0ry)  (23)

1
W5k T W01
1 Vi(k)
| Wo 7w O |

Taking variations of Eq. 23 with respect to w' and
0, one can obtain

Swiy 1) = Agdwi, + Buyddy (24)
where Ay = Jwa(wé'(), ﬁ(k)), and By, =
J,;f(wé;(), ﬁ(k)). J,o f and J; f denote the Jacobians

of f(-) with respect to w and 9. In this study, A%
and B® are constant matrices as follows

o0
S
<

N
|

(1800007 0 %5 0
010000O0 0 gét O
g5t2
A= 0014600 B = 0 0 —%5-
000100 0 0 —gét
0000156t 812
5= 0 0
2
L0000O0 1 | _‘go 0 |
(25)
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Thus, an optimal control problem is stated as

N
min J* = Z(aw,fgawki + 80k RSDy) (26)
k=1
In view of Eq. 26, a LQR-based controller is con-
structed as

80 = —Kpdw™ 27
where
Ky =R+ BT'P.B) 'BT P A (28)

Py can be estimated iteratively backwards in time
by

Py =Q+AT(Pc— PB(R+B"PB)'BT PA
(29)

with initial condition Py = Q.

Consequently, the control input for the whole sys-
tem can be constructed based on Egs. 22 and 27 as
follows

Up gy = Ussk) + M(EDw(k)) + Duck) (30)
4.3 Eliminate the Input Delay by Smith Predictor

In the real-time flights, there exist input delays caused
by the transport delays in the communications and
the dynamics of the quadrotors [23]. To eliminate this
effects, the Smith predictor is adopted in a similar
manner as in [29, 30]. As indicated in Fig. 3, the Smith
Predictor uses a nominal model G, to predict the
delay-free response y, of the actual process P. The
control input for the developed controller C is then
calculated according to the difference between the
desired value y, and the predicted y,. Meanwhile, to
eliminate the effects of the transport delays, modeling
errors and external disturbances d, the Smith predic-
tor further compares the actual response y with the

Fig. 3 Smith predictor
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Algorithm 1 Estimate the state of the ball

1: fori = 1to N do

2: Obtain the point set P; which contains the
coordinates of all of the recognized points [33].

3: Construct a domain S; = T'(P;) where
C(P) =1{vloi < lly — pijll < pn. pij € Pi}. S
represents the range of movement of P; in view of

Eq. 31.

4 Find the free flying point set 4; = {ala €
Si-1NSi NP}

5: Add A; as initial points of new trajectories in

the trajectory set 7, and update S; by S; = S; —
I'(A)

: for [ = 1 to count(7) do
k=count(7;), where 7} is the /' trajectory
and k is the number of samples of of this trajectory

8: if Tjx € S;j C S; then
: k=k+1
10: Tik.Position =
Ffl(Sij), Ti.MissingCount =0
11: Run Kalman filter, update the state,

including the velocity, deviation, etc., of Tjk
12: else

13: Ti.MissingCount =
Ti.MissingCount + 1

14: if 7/.MissingCount > 5 then

15: Remove 7

16: end if

17: end if

18: Estimate the state 7 in the batting point

and the batting time ¢#m; based on Eq. 31.
19: end for
20: Output {7;¢} and {tm;}
21: end for

prediction y; = y,e™ ", where e~"’ is the estimated

transport delay of the actual process. In this way, the
difference dy can be fed back through a low-pass fil-
ter F to compensate for the lumped disturbances and
transport delays.

4.4 Estimate the State of the Free Flying Ball

To determine the terminal boundary condition for the
quadrotor in the ball-batting, the state of the ball must
be well estimated [20]. For this reason, an algorithm
is developed to capture the motion of the ball in the
real-time tests.

Denoting the position of the ball in the inertial coor-
dinates as rp, the dynamics of a free flying ball can be
described as [31, 32]

1 31)

{ Fp = vp
2my,

Vp = —8Z; — 5—CapSolvp|ovy
where Cy is the drag coefficient, p is the density of the
air, S is the referenced area, and the symbol o denotes
the element-wise product.

With the dynamics described by Eq. 31, Algo-
rithm 1 is designed to capture the motion of the ball
and predict the state at the batting point. Combin-
ing this prediction with the ball’s target location after
the batting, the post-batting state of the ball can be
calculated. For the detailed calculation, the interested
readers are referred to [20].

Denoting the pre- and post-batting state of the ball
as ry and rlj' , the terminal state of the quadrotor is
determined as

[xa(T), ya(T), za(T1T =71,
La(T), 3a(T), 2a(DIT = T3 By +7)Tn
[0a(T), ¢a(T)]" = [tan~" (1), sin™" (n2)]"
(32)
where B is the COR, and n = r:’: iy

1Fy =i Il

5 Experiments

Real-time experiments are carried out in this section to
demonstrate the effectiveness of the developed control
strategy.

5.1 Experimental Setup

The experiments are conducted in an indoor test bed,
as shown in Fig. 4, where a commercial quadro-
tor platform, namely the Hummingbird quadrotor, is
adopted. This quadrotor communicates with a ground
control station via a couple of XBee wireless routers
at a frequency of 50 Hz. To meet the requirements
of real-time flight control and improve the perfor-
mance, the control station runs on a Linux (Ubuntu
13.10) operating system and is constructed in the
Simulink environment. This control station estimates
the state of the quadrotor and the bouncing ball based
on the data fetched from the data sever, which runs on

@ Springer
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Fig. 4 The quadrotor test
bed

2
s
8
n

Motion capture system

the Windows Server 2008, of the Vicon motion cap-
ture system. The estimated state is then adopted as
the feedback for the developed control strategy. The
motion capture system runs at a frequency of 200
Hz, and the quadrotor is captured by kinematic fitting
of the reflective markers which are attached on the
quadrotor.

The bouncing ball and the racket are shown in
Fig. 5. The ball is a 20 mm bouncing ball covered by
a thin layer of reflective powder, whereas the racket is
printed by a 3D printer and covered by a high-elastic
sponge with thickness of 2.2 mm. The radius of the
racket is 65 mm.

5.2 Identification and Parameter Tunning

In order to correctly estimate the state of the quadro-
tor in the batting point, the COR between the ball and
racket is identified firstly. This is accomplished by
conducting a series of random batting with the adopted
racket and bouncing ball in the test bed. The results
are shown in Fig. 6. Although the racket face is solid,
there still exits a sweet spot. This results in a highest
COR, roughly 0.7, at the center of the racket, and the
COR decreases outwards. This means the post-batting
velocity of the ball decreases with the tracking error
of the position. In addition, compared to the racket
used in [20], the COR is smaller in this work. This
requires the quadrotor to establish a higher final veloc-
ity such that the ball can reach its desired post-batting
velocity.

@ Springer
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With the estimated COR, the trial and error method
is adopted for parameter tunning. In this way, the con-
trol gains for the controller stabilizing the subspace w
are selected as

kp =10,kg =12 (33)

The weighting matrix Q and R for the controller
stabilizing subspace w

L are designed as diagonal

Bouncing ball

4

Reflective maker

Fig. 5 The quadrotor and the bouncing ball
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Fig. 6 The estimated coefficient of restitution of the selected bouncing ball and racket

matrices, and their diagonal entries are selected as

011 =50, 02 =1, 033=50, Qua=1, QOs5 =10,
O =1, Ri1=1 Rn=1, Ryz=1

(34)
5.3 Experimental Results
In this experiment, the quadrotor is initially hover-

ing at the location of (0, 0, 0.4). The bouncing ball
is then thrown into the test bed from the location

of (—1.5, —1.5,1), and the developed control strat-
egy manipulates the quadrotor to bat the ball at the
horizontal plane z = 0.6 and direct it to the origin
of the same horizontal plane. After this batting, the
quadrotor also returns to the center of the test bed.

In this process, Algorithm 1 predicts the state of
the ball at the batting point at the first step, and the
results are shown in Fig. 7. It can be seen that at the
very beginning the predicted value is not stable. This
is because the noises introduced in the measurement
cannot be effectively filtered out with the limited num-
ber of samples at the beginning. Nevertheless, after

Fig. 7 The state of the ball
in the batting point
predicted by the developed
Algorithm 1

o
0

;

Impact location (m)
o = o
no = [=2]

o
o

o A s S pree P b
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Fig. 8 The 3D plot from the result of the ball batting

approximate 0.4 s, this prediction converges to a stable
value. The standard deviation of the predicted batting
position is approximate 0.05 m.

With the predicted state of the ball, the control strat-
egy is able to estimate the desired final state of the
quadrotor and manipulate the quadrotor to bat the ball.
Figure 8 shows the results from the real-time exper-
iments, the ball is batted by the quadrotor at (0.20,
0.52, 0.72) and returns to the position (0.05, -0.03,
0.72). Figure 9 plots the history of position and Fig. 10
shows the history of speed and attitude. In Fig. 10,

Fig. 9 The history of

the markers “+” indicate the desired values for the
corresponding state variables at the batting point. The
state tracking errors and the response time that indi-
cate the performance of the developed control strategy
are listed in Table 1. It can be seen that in the whole
process, the response of the developed control strategy
is pretty fast. After the bouncing ball is thrown out, the
quadrotor completes the path planning and starts the
real-time trajectory tracking with 7, < 0.1 s, and the
quadrotor finally bats the ball at #. = 1.18 s. There-
after, it takes #, < 0.1 s to start the returning process,
and the quadrotor finally reaches the center of the test
bed within #;, = 1.15 s. At the batting point, all of
the eight states are well brought to their desired values
with only small deviations, i.e. the final state tracking
errors A[-], in Table 1. The imperfect aspect is that
there are still perceptible deviations occurring in the
altitude control. This might be because the required
vertical velocity is higher than the translational veloc-
ity and the vertical motion itself owns fast dynamics
according to Eq. 3. Nevertheless, such deviation does
not significantly affect the final results. This can be
seen from the fact that the ball is finally batted to
the desired location of the same horizontal plane with
only small aiming errors A[-], as shown in Table 1,
Figs. 8 and 9, where the aiming errors represent the
achieved minimum distances of the ball towards its
desired target location. The real-time scenario of this

position
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Fig. 10 The history of
speed and attitude

Speed (m/s)

Attitude

0.0

experiments is indicated in Fig. 11, where a series of
images showing the batting process are combined into
a single picture.

To further demonstrate the effectiveness of the
developed control strategy, four additional tests bat-
ting the ball to different target locations are carried
out. As shown in Fig. 12, with the bouncing ball
thrown out from nearly a same initial location, the
quadrotor is commanded to bat the bouncing ball to
four different target locations (-1.0,0,0.6), (-0.5,0,0.6),
(0.5,0,0.6), and (1,0,0.6), which are abbreviated in the
discussions as x* = —1.0, x* = —0.5, x* = 0.5, and
x* = 1.0, respectively. The aiming errors of these four
tests are shown in Table 2, where the maximum error
Ax, = 0.15 m occurs in the test x* = 1.0 m. It should
be noted that according to [20], when there is an atti-
tude deviation of 5° in the final state of the quadrotor

Table 1 The performance of the proposed control strategy
corresponding to Fig. 9

Item Value Item Value
Final Axy (m) 0.02 Axy (m/s) 0.03
state Ay, (m) 0.04 Ay, (mfs) 0.04
tracking Az (m) 0.12 Az (m/s) 0.16
errors Ab, 0.02 Agy 0.01
Aiming Ax, (m) 0.05 Ay, (m/s) -0.03
errors Az, (m) 0.12

. t (s) 1.18 ty (8) <0.1

Time

th (s) 1.15 tp (s) <0.1

0.8
Time (s)

at the batting point, the aiming error of the ball will
be as large as 1.4 m. Therefore, the small aiming
errors of these four tests in Fig. 12 imply that the final
state of the quadrotor is well established. Besides,
the response rates of the quadrotor in all of these
tests are nearly the same, which thereby demonstrate
the real-time performance of the developed control
strategy.

Fig. 11 The composite image of the quadrotor batting the
bouncing ball in the real-time experiments

@ Springer



J Intell Robot Syst

Fig. 12 The experimental 1.5

results of the bouncing ball
towards different target
locations

Time (s)
Table 2 The aiming errors
of the four tests shown in Target x* (m) -1.0 -0.5 0.5 1.0
Fig. 12
Ax, (m) -0.02 0.03 -0.02 0.15
Ay, (m) -0.06 -0.08 0.09 0.04
Az, (m) -0.04 -0.02 -0.06 0.14

It can be seen that all of the results prove that the
developed control strategy can well manipulate the
quadrotor from a known initial state to a desired final
state within a limited time horizon, and in this way, the
bouncing ball can be batted to the target location with
relatively high accuracy. All of these characteristics
demonstrate the effectiveness of this development.

6 Conclusion

To solve the two-point boundary value problem of a
highly under-actuated quadrotor, this work has devel-
oped a control strategy based on the LQR and sub-
space stabilization approach. This strategy is con-
structed in a closed-loop form and requires no further
iterative learning along with successive experimental
trials, thus shows the advantages in view of the state-
of-the-art of the quadrotors. To verify the effectiveness
of this development, real-time experiments are car-
ried out and the task of batting a ball towards a target
location is performed. Experimental results show that
the quadrotor can well establish the desired final state
within a limited time horizon, and thereby, be capable

@ Springer

of batting the ball towards its target location with sat-
isfactory accuracy (with a maximum deviation of 0.15
m in position).

Based on these convincing results, the devel-
opment of this work is believed to be able to
well extend the capabilities of the quadrotors in
real-time flights. In addition, it can be seen that
the developed control strategy is possible to be
applied to some conventional control tasks such as
the flight control and waypoint navigation, since
these control tasks can also be reasonably formu-
lated as two-point boundary value problems with the
desired state-trajectory designed in the fully-actuated
output space.
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